
Circuit Breakers 
with Netflix Hystrix



• Michael Nygard, 2007 

• Describes fault tolerance patterns that 
became the inspiration for many of the 
implementations now in use with 
MicroServices
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Spring Cloud

• Spring Cloud Contract:  supports and facilitates contract testing  

• Spring Cloud Netflix: umbrella project offering a number of Netflix services and libraries 
adapted for Spring: 

• Hystrix, Eureka, Ribbon, Feign, Zuul 

• Spring Cloud Config Server:  configuration as a service 

• Spring Cloud Sleuth: distributed tracing
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“Applications in complex distributed architectures have dozens of dependencies, 
each of which will inevitably fail at some point. 

If the host application is not isolated from these external failures, it risks being 
taken down with them.”

Motivation
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“In a distributed environment, inevitably some of the many service dependencies 
will fail. 

Hystrix is a library that helps you control the interactions between these 
distributed services by adding latency tolerance and fault tolerance logic. 

Hystrix does this by isolating points of access between the services, stopping 
cascading failures across them, and providing fallback options, all of which 
improve your system’s overall resiliency.”
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Services Dependency Scenario

• A typical application depending on a 
number of backing services 

• All services are up and behaving 
normally 

• Circuit is Closed
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Failing Dependency

• A dependency begins misbehaves 

• Response latency increases, tying up 
thread in calling application
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Failure Cascades to Caller

• Calling application’s thread pool is 
exhausted waiting on misbehaving 
dependency 

• Failure cascades to caller
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What is it for?

• Give protection from and control over latency and failure from dependencies 
accessed (typically over the network) via third-party client libraries. 

• Stop cascading failures in a complex distributed system. 

• Fail fast and rapidly recover. 

• Fallback and gracefully degrade when possible. 

• Enable near real-time monitoring, alerting, and operational control.
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Caller

Service

Http Request EndpointEndpoint Method

Fallback

Circuit Breaker

Hystrix Library

Other Dependencies

Circuit Breaker isolates calls to other services

10



11



• Application is isolated from a 
misbehaving backing service 

• When backing service health is 
restored, calling application will 
automatically reconfigure itself to call 
it once more

Application Protected 
with Hystrix
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Annotating a service call
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Configuration
Default

execution.isolation.thread.timeoutInMilliseconds 

The time in milliseconds after which the caller will observe a timeout and walk away from the command 
execution

1000 ms

circuitBreaker.requestVolumeThreshold 

The minimum number of requests in a rolling window that will trip the circuit

20 requests 
min in a rolling 

window

circuitBreaker.sleepWindowInMilliseconds 

The amount of time, after tripping the circuit, to reject requests before allowing attempts again to 
determine if the circuit should again be closed

5000 ms

circuitBreaker.errorThresholdPercentage 

The error percentage at or above which the circuit should trip open and start short-circuiting requests to 
fallback logic

50%

hystrix.threadpool.HystrixThreadPoolKey.maximumSize 

The maximum thread-pool size. This is the maximum amount of concurrency that can be supported 
without starting to reject HystrixCommands
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• A standalone application providing visualization of circuit state 

• Calling application emits metrics via web socket endpoint /hystrix.stream 

• Dashboard application consumes stream and renders metrics visualization for 
each circuit 

• “Reduces time to discover and recover from operational events”

Hystrix Dashboard
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Circuit Breaker Monitoring
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Example Dashboard
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